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Unsupervised Domain Adaptation 
 

 

 

 

 

 

 

 

 

Proposed Iterative Framework 
 

 

 

 

 

 

 
Proposed iterative self-training framework. Left: algorithm work-
flow. Right: results on Cityscapes before and after adaptation. 

Experiment: GTA5 —> Cityscapes 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Experiment: SYNTHIA —> Cityscapes 
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Exp: Cityscapes —> NTHU [2] 
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Preliminaries and Definitions 
 
 
 
 
 
 

Self-Training with Self-Paced Learning 
 
 
 
 
 
 
 

 
 
 
 

SPL Policy Design and Spatial Priors 
 

 
 
 
 
 

 

Cityscapes —> Cityscapes GTA5 —> Cityscapes Fine-tuning for Supervised Domain Adaptation 
 
 
 

where:  

Self-Training for Unsupervised Domain Adaptation 
 
 
 

 

where:     

Self-Paced Learning Policy Design 
The both k and kc in ST and CBST can be easily determined with a single SPL policy parameter p: 

 
 
 

The Vanilla Self-Training (ST) Framework 
 
 
 
 
 

 
The cost can be minimized via mixed integer programming, which leads to the following solution: 

The Class-Balanced Self-Training (CBST) Framework 
 
 
 
 
 

 
Again using mixed integer programming, one obtains the following solution: 

Incorporating Spatial Priors (CBST-SP) 
 
 
 
 


