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Real application often requires model robustness over scenes with large diversity 

 Different cities, different weather, different views 

Large scale annotated image data is beneficial 

Annotating large scale real world image dataset is expensive 

 Cityscapes dataset: 90 minutes per image 

Obtaining Per-Pixel Dense Labels is Hard 



Use Synthetic Data to Obtain Infinite GTs? 

Original image from GTA5 Ground truth from game Engine 

Original image from Cityscapes Human annotated ground truth 



Cityscapes images Model trained on Cityscapes 

Drop of Performance Due to Domain Gaps 

Model trained on GTA5 



Unsupervised Domain Adaptation 



Proposed Iterative Framework 



Preliminaries and Definitions 

Fine-tuning for Supervised Domain Adaptation 
 
 
 

where:  



The Vanilla Self-Training (ST) Framework 



Class-Balanced Self-Training (CBST) 



Self-Paced Learning Policy Design 



Incorporating Spatial Priors (CBST-SP) 



Experiment: Cityscapes → NTHU 



Experiment: SYNTHIA → Cityscapes 



Experiment: SYNTHIA → Cityscapes 



Experiment: GTA5 → Cityscapes 



Experiment: GTA5 → Cityscapes 



Experiment: GTA5 → BDD 

p0: Initial p value 

∆p: Per round increment size 

Legend: p0/∆p 



Thank You! 


