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Edge Detection Problems 

Original Image Perceptual Edges 

Semantic Edges Category-Aware Semantic Edges 



Edge Detection with Convolutional Networks 

Saining Xie et al., Holistically-Nested Edge Detection, ICCV15 
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Zhiding Yu et al., CASENet: Deep Category-Aware Semantic 
Edge Detection, CVPR17 



Challenge: Misalignment in Human Annotations 



Motivation 1: Auto Alignment of Edge Labels 



Motivation 2: Learn to Predict Crisp Edges 



Simultaneous Edge Alignment and Learning 



A Probabilistic Model 

Likelihood under multilabel edge learning: 

Edge prior model 

Network likelihood model 

Taking log of the likelihood, we have: 

Step 1: Updating network parameters: 

Step 2: Updating estimated ground truth: 

Reformulating as an assignment problem: 

Edge prior Network self-correction 

Theorem: The minimizer of the assignment problem 
is also a minimizer of the constrained optimization 
problem Step 2. 



Incorporating Biased Kernel and Markov Prior 
Issue with isotropic Gaussian kernels: 

Biased Gaussian kernel and neighbor smoothness:   

Optimization as the following assignment problem: 

Relaxation by decouple mappings in pairwise cost: 

Take iterated conditional mode like optimization: 

Without B.K. & M.P. Graphical Illustration 



Experiment: Qualitative Results on SBD 



Experiment: Qualitative Results on Cityscapes 



SBD Test Set Re-Annotation 



MF scores on the SBD test set. Results are measured by %. 

MF scores on the re-annotated SBD test set. Results are measured by %. 

Experiment: Quantitative Results 

MF scores on the Cityscapes validation set. Results are measured by %. 



Experiments: Boundary Alignment 

Ablation study on SBD. Left to right: isotropic kernel, biased kernel, Biased kernel + MRF 

Visualization of boundary alignment on the Cityscapes Dataset Original GT, re-annotated GT, dense CRF, SEAL 


