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Introduction
Cross-entropy loss together with softmax is arguably one of the
most common used supervision components in convolutional
neutral networks (CNNs). Despite its simplicity, popularity and
excellent performance, the component does not explicitly
encourage discriminative learning of features. In this paper, we
propose a generalized large-margin softmax (L-Softmax) loss
which explicitly encourages intra-class compactness and inter-
class separability between learned features. Moreover, L-Softmax
not only can adjust the desired margin but also can avoid
overfitting. We also show that the L-Softmax loss can be
optimized by typical stochastic gradient descent. Extensive
experiments on four benchmark datasets demonstrate that the
deeply-learned features with L-Softmax loss become more
discriminative, hence significantly boosting the performance on a
variety of visual classification and verification tasks.

From Softmax Loss to Large-Margin 
Softmax Loss

Standard softmax loss can be written as

Using the transformation of inner products, the softmax loss is
reformulated as

The large-margin softmax loss is formulated as

where

Intuition & Geometric Interpretation
The purpose of L-Softmax loss is to learn discriminative features
with large angular margin. We train the CNN with L-Softmax loss
on MNIST dataset. The deeply-learned features are visualized in
the following figure.

One can observe that the features learned via L-Softmax loss are
indeed more discriminative than those learned via standard
softmax loss.

Experiments & Results

The geometric interpretation is
given on the right. The L-Softmax
can produce an angular decision
margin between different classes,
because it requires more rigorous
classification criteria compared
to the standard softmax loss.
 The parameter m controls the

desired decision margin.
 The L-Softmax can be easily

optimized using SGD.
 It can be used in tandem with

other regularization methods.
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We perform extensive experiments on visual
classification and face verification task, achieving
state-of-the-art results on MNIST, CIFAR10,
CIFAR100 and LFW public datasets.
 On all these datasets, we have shown that the

classification accuracy will be improved with
larger m, namely when the desired decision
margin is set to be larger.

 The confusion matrix on CIFAT10, CIFAR10+ and
CIFAR100 validate the discriminativeness of the
deeply-learned features via our proposed L-
Softmax loss.


